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Abstract: Feature Selection is an essential step in successful data mining applications, which can effectively reduce 

data dimensionality by removing the irrelevant and redundant features. Feature Selection is often an essential data 

prior to applying a learning algorithm. Machine learning algorithms are known to degrade in performance when 

faced with many features that are not necessary for predicting the desired output. The removal of irrelevant and 

redundant information often improves the performance of the machine learning algorithms. Feature selection 

techniques aim at reducing the number of unnecessary features in classification rules. The proposed Feature 

Subset Selection using clustering for high dimensional data works in two steps. First step, features are divided into 

clusters by using partitioning clustering methods. Second step, the representative feature that is strongly related to 

target class is selected from each cluster to form a subset of features. These features are then used for training 

using a machine learning algorithm and the results are compared with the original set of features. This is followed 

by comparison of the efficiency and accuracy of other feature selection algorithms using various combinations of 

machine learning algorithms. 
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1.   INTRODUCTION 

Feature selection has been an active research area in pattern recognition, statistics, and data mining communities. The 

main idea of feature selection is to choose a subset of input variables by eliminating features with little or no predictive 

information. Feature selection can significantly improve the comprehensibility of the resulting classifier models and 

often build a model that generalizes better to unseen points. Further, it is often the case that finding the correct subset of 

predictive features is an important problem in its own right. 

Data mining is one of the most prominent fields in this era. The amount of data generated in real time and the analysis 

involving that data to extract the meaningful information from this is what makes the field most challenging. Feature 

selection involves identifying a subset of the most useful features that produces compatible results as the original entire 

set of features. A feature selection algorithm may be evaluated from both the efficiency and effectiveness points of view. 

While the efficiency concerns the time required to find a subset of features, the effectiveness is related to the quality of 

the subset of features. Based on these criteria, the proposed system is experimentally evaluated. 

Feature selection is applied to reduce the number of features in many applications where data has hundreds or thousands 

of features. Existing feature selection methods mainly perform explicit redundancy analysis in feature selection.  For 

real-world concept learning problems, feature selection is important to speed up learning and to improve concept quality. 

The high dimensionality of data poses challenges to learning tasks due to the curse of dimensionality. In the presence of 

many irrelevant features, learning models tend to over fit and become less comprehensible. Feature selection is one 

executive means to identify relevant features for dimensionality reduction. 

The proposed algorithm works in two steps. In the first step, features are divided into clusters by using graph-theoretic 

clustering methods. In the second step, the most representative feature that is strongly related to target classes is selected 

from each cluster to form a subset of features. Features in different clusters are relatively independent; the clustering-
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based strategy has a high probability of producing a subset of useful and independent features. The efficiency and 

effectiveness of the proposed algorithm are evaluated through an empirical study. 

2.   RELATED WORK 

Feature subset selection can be viewed as the process of identifying and removing as many irrelevant and redundant 

features as possible. This is because: (i) irrelevant features do not contribute to the predictive accuracy [33], and (ii) 

redundant features do not redound to getting a better predictor for that they provide mostly information which is already 

present in other feature(s). 

Traditionally, feature subset selection research has focused on searching for relevant features. A well-known example is 

Relief [34], which weighs each feature according to its ability to discriminate instances under different targets based on 

distance-based criteria function, but still cannot identify redundant features. However, along with irrelevant features, 

redundant features also affect the speed and accuracy of learning algorithms, and thus should be eliminated as well. Lei 

Yu and Huan Liu [2] showed that feature relevance is alone insufficient for effective feature selection. 

CFS [3] is achieved by the hypothesis that a good feature subset is one that contains features highly correlated with the 

target, yet uncorrelated with each other. 

Recently, hierarchical clustering has been adopted in word selection in the context of text. Distributional clustering has 

been used to cluster words into groups based either on their participation in particular grammatical relations with other or 

on the distribution of class labels associated with each word. 

Quite different from these hierarchical clustering based algorithms, the proposed FAST algorithm uses minimum 

spanning tree based method to cluster features. Meanwhile, it does not assume that data points are grouped around centers 

or separated by a regular geometric curve. Moreover, our proposed FAST does not limit to some specific types of data. 

3.   EXISTING SYSTEM 

Many feature subset selection methods have been proposed and studied for machine learning applications. They can be 

divided into four broad categories: the Embedded, Wrapper, Filter, and Hybrid approaches. 

The embedded methods incorporate feature selection as a part of the training process and are usually specific to given 

learning algorithms, and therefore may be more efficient than the other three categories. Traditional machine learning 

algorithms like decision trees or artificial neural networks are examples of embedded approaches. 

The wrapper methods use the predictive accuracy of a predetermined learning algorithm to determine the goodness of the 

selected subsets, the accuracy of the learning algorithms is usually high. However, the generality of the selected features 

is limited and the computational complexity is large. 

The filter methods are independent of learning algorithms, with good generality. Their computational complexity is low, 

but the accuracy of the learning algorithms is not guaranteed. 

The hybrid methods are a combination of filter and wrapper methods. They mainly focus on combining filter and wrapper 

methods to achieve the best possible performance with a particular learning algorithm with similar time complexity of the 

filter methods. The wrapper methods are computationally expensive and tend to overfit on small training sets. The filter 

focus on finding relevant features. Feature relevance alone is insufficient for efficient feature selection of high-

dimensional data. We define feature redundancy and propose to methods, in addition to their generality, are usually a 

good choice when the number of features is very large. This paper focuses on the filter method for feature selection. 

4.   PROPOSED METHOD 

Feature subset selection can be viewed as the process of identifying and removing as many irrelevant and redundant 

features as possible. This is because irrelevant features do not contribute to the predictive accuracy and redundant features 

do not redound to getting a better predictor for that they provide mostly information which is already present in other 

feature(s). Of the many feature subset selection algorithms, some can effectively eliminate irrelevant features but fail to 

handle redundant features yet some of others can eliminate the irrelevant while taking care of the redundant features. Our 

proposed FAST algorithm falls into the second group. Traditionally, feature subset selection research has focused on 

searching for relevant features. A well-known example is Relief which weighs each feature according to its ability to 
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discriminate instances under different targets based on distance-based criteria function. However, Relief is ineffective at 

removing redundant features as two predictive but highly correlated features are likely both to be highly weighted. Relief-

F extends Relief, enabling this method to work with noisy and incomplete data sets and to deal with multiclass problems, 

but still cannot identify redundant features. 

Advantages: 

1.  Good feature subsets contain features highly correlated with (predictive of) the class, yet uncorrelated with each 

other. 

2. The efficiently and effectively deal with both irrelevant and redundant features, and obtain a good feature subset. 

4.1 Flow Chart: 

 

Fig. 1 Framework of the proposed feature subset selection algorithm 

4.2 Algorithm: 

The Irrelevant features, along with redundant features, severely affect the accuracy of the learning machines. Thus, feature 

subset selection should be able to identify and remove as much of the irrelevant and redundant information as possible. 

Moreover, “good feature subsets contain features highly correlated with (predictive of) the class, yet uncorrelated with 

(not predictive of) each other. Keeping these in mind, we develop a novel algorithm which can efficiently and effectively 

deal with both irrelevant and redundant features, and obtain a good feature subset.            
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4.3 Implementation: 

Implementation is the stage of the project when the theoretical design is turned out into a working system. Thus it can be 

considered to be the most critical stage in achieving a successful new system and in giving the user, confidence that the 

new system will work and be effective. 

The implementation stage involves careful planning, investigation of the existing system and it’s constraints on 

implementation, designing of methods to achieve changeover and evaluation of changeover methods. 

4.4 Time complexity: 

Time complexity analysis: The major amount of work for Algorithm 1 involves the computation of values for T-

Relevance and F-Correlation, which has linear complexity in terms of the number of instances in a given data set. The 

first part of the algorithm has a linear time complexity O(m) in terms of the number of features. Assuming k (1<=k<=m) 

features are selected as relevant ones in the first part, when k= 1, only one feature is selected. Thus, there is no need to 

continue the rest parts of the algorithm, and the complexity is O(m). When 1<k<=m , the second part of the algorithm 

firstly constructs a complete graph from relevant features and the complexity is O(k
2
), and then generates a MST from the 

graph using Kruskal algorithm whose time complexity is O(k
2
). The third part partitions the MST and chooses the 

representative features with the complexity of O(k). Thus when 1<k<=m, the complexity of the algorithm is O(m+k
2
). 

This means when k<=m
1/2

, FAST has linear complexity O(m).  

5.    IMPLEMENTATION RESULTS 

 

Fig. 2 Attributes before Feature Selection 

The first step is step of the algorithm is to remove irrelevant features by calculating t relevance .To calculate T relevance 

Entropy, Information gain is computed. 
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Fig. 3 Irrelevant Feature Removal 

All the features with T-relevance value less than the threshold value are considered irrelevant and hence removed to get a 

relevant feature set. 

 

Fig. 4 Redundant Feature Removal and Final Feature Set 

F-correlation is calculated between every pair of relevant features and a Graph is constructed. MST is constructed from 

the complete graph using Kruskal algorithm. Unnecessary edges are removed to partition the MST and obtain a forest, 

where each subtree is considered as a cluster. Representative features are selected from the clusters to obtain final feature 

set. 
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Fig.5 Proportion of Selected Features 

The implemented FAST algorithm is compared with other existing feature selection algorithms like CFS and Wrapper 

subset in terms of proportion of selected features. 

 

Fig. 6 Comparison of Classification Accuracy 

The Classification accuracy is compared using different classifiers. With three feature selection algorithms and three 

classifiers we obtain nine combinations of Feature Selection-Classification pairs. The classification accuracy for each 

combination is computed. 
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6.    CONCLUSION 

We have implemented a novel clustering-based feature subset selection algorithm for high dimensional data based on the 

algorithm specified in the paper [1]. The algorithm involves 1) removing irrelevant features, 2) constructing a minimum 

spanning tree from relative ones, and 3) partitioning the MST and selecting representative features. In the proposed 

algorithm, a cluster consists of features. 

Each cluster is treated as a single feature and thus dimensionality is drastically reduced. The selected features were cross-

checked for correctness with the help of other existing feature subset selection algorithms and were found to be correct. 

This implementation gives users flexibility like removing irrelevant features and constructing minimum spanning tree 

from the relative subset present in the dataset. The proposed work has characterized the associations between the 

irrelevant and redundant features and how they drastically affect the performance of the classifier. 
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